
Thus, HCVcc exhibits physical properties

similar to those that have been previously

described for natural isolates of HCV.

There is an urgent need for improved HCV

drug therapies. The current standard treatment,

pegylated interferon-a (IFNa) and ribavirin,

leads to a sustained response in only ,50% of

genotype 1–infected patients. We examined

the ability of HCVcc replication to be inhibited

by IFNa and other antiviral compounds. Dose-

response experiments showed that IFNa in-

hibited HCVcc RNA accumulation in infected

cells with a median effective concentration

(EC
50

) of 1 international unit (IU)/ml (Fig.

4A). We also tested three HCV-specific in-

hibitors of the NS3 serine protease for their

effects on HCVcc infection. As seen in Fig.

4, B to D, BILN 2061 (21), SCH6 (22), and

PI-1 (23) all inhibited HCVcc RNA accumu-

lation in the submicromolar range. In addition,

a nucleoside analog inhibitor of the NS5B

RNA polymerase, 2¶C-methyladenosine (24),

was found to inhibit HCVcc replication in the

low nanomolar range (Fig. 4E). Thus, HCVcc

infection can be inhibited by IFNa and sev-

eral HCV-specific antiviral compounds. The

specificity of these latter compounds further

shows that HCVcc infection leads to au-

thentic replication in target cells and dem-

onstrates that this infectious system may be

useful for testing current and future anti-

viral compounds.

We describe a full-length genotype 2a

HCV genome that replicates and produces

virus particles that are infectious in cell culture.

This system lays a foundation for future in

vitro studies to examine new aspects of the

virus life cycle and to develop new drugs for

combating HCV.

Note added in proof: Full-length JFH-1

has also been recently reported to produce

infectious virus in cell culture (25–27), as has

a genotype 1b Com1/JFH-1 chimera (28),

albeit with lower efficiency and slower

growth kinetics than the system reported here.
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Genome-Scale Identification
of Nucleosome Positions

in S. cerevisiae
Guo-Cheng Yuan, Yuen-Jong Liu,* Michael F. Dion,

Michael D. Slack,. Lani F. Wu, Steven J. Altschuler, Oliver J. Rando-

The positioning of nucleosomes along chromatin has been implicated in the
regulation of gene expression in eukaryotic cells, because packaging DNA into
nucleosomes affects sequence accessibility. We developed a tiled microarray
approach to identify at high resolution the translational positions of 2278
nucleosomes over 482 kilobases of Saccharomyces cerevisiae DNA, including
almost all of chromosome III and 223 additional regulatory regions. The majority
of the nucleosomes identified were well-positioned. We found a stereotyped
chromatin organization at Pol II promoters consisting of a nucleosome-free
region È200 base pairs upstream of the start codon flanked on both sides by
positioned nucleosomes. The nucleosome-free sequences were evolutionarily
conserved and were enriched in poly-deoxyadenosine or poly-deoxythymidine
sequences. Most occupied transcription factor binding motifs were devoid of
nucleosomes, strongly suggesting that nucleosome positioning is a global
determinant of transcription factor access.

Nucleosomes prevent many DNA binding

proteins from approaching their sites (1–3),

whereas appropriately positioned nucleosomes

can bring distant DNA sequences into close

proximity to promote transcription (4). Current

understanding of the primary structure of chro-

matin and its effects on gene expression comes

from a handful of well-characterized loci (see

examples below). High-resolution measurements

of nucleosome positions over chromosome-scale

distances would enhance our understanding of

chromatin structure and function.

To measure nucleosome positions on a

genomic scale, we developed a DNA micro-

array method (5) to identify nucleosomal and

linker DNA sequences on the basis of suscep-

tibility of linker DNA to micrococcal nuclease

(fig. S1). Nucleosomal DNA was isolated,

labeled with Cy3 fluorescent dye (green), and

mixed with Cy5-labeled total genomic DNA

(red). This mixture was hybridized to micro-

arrays printed with overlapping 50-mer oligo-

nucleotide probes tiled every 20 base pairs

across chromosomal regions of interest (fig.
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S1B). A graph of green:red ratio values for spots

along the chromosome is expected to show

nucleosomes as peaks about 140 base pairs long

(6), or six to eight microarray spots, sur-

rounded by lower ratio values corresponding

to linker regions (fig. S1C).

To objectively compare our data to pub-

lished nucleosome positions, we developed a

hidden Markov model (HMM) (7) to determine

nucleosome/linker boundaries (fig. S1, D to G).

HMMs use observable data to infer hidden states

responsible for generating the signal. Here,

observable signals are hybridization values of

the tiled probes (fig. S1, C and D), and the

hidden states are nucleosomal and linker states

(fig. S1E). Well-positioned nucleosomes should

coverÈ140 base pairs or six to eight probes (fig.

S1E, N1 to N8) and have a high green:red ratio,

whereas stretches of Qnine probes were

classified as Bfuzzy[ or delocalized nucleo-

somes (fig. S1E, DN1 to DN9). Linkers are

expected to have lower ratios (fig. S1D) and

may have variable length (fig. S1E, return arrow

on node L). The model calculates the probability

that a given probe on the array corresponded to

nucleosomal, fuzzy nucleosomal, or linker DNA

(fig. S1F) and identifies the most likely nucleo-

some positions (fig. S1G). To capture nucleo-

some peaks with low maxima (see arrow, Fig.

1B), we detrended data by using a peak-to-

trough measure and analyzed it with the HMM.

Nucleosomes identified exclusively from the

detrended data were annotated as Blow[ nucleo-

Fig. 2. Local and global views
of delocalized nucleosomes.
(A and B) Well-positioned
and delocalized nucleosomes.
Data graphed as in Fig. 1.
(C) Global nucleosome occu-
pancy on chromosome III.
Nucleosome density was cal-
culated from HMM calls, and a
500–base pair running average
was plotted. Red rectangles
indicate regions not tiled. (D)
Delocalized nucleosomes are
inhomogeneously distributed
on chromosome III. Fraction
of nucleosomal probes found
in delocalized nucleosomes
plotted as in (C).
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Fig. 1. Microarray data reproduce multiple sources of published data. The
y axis represents the log(2) ratio of the hybridization values for Cy3
(nucleosomal DNA) versus Cy5 (genomic DNA), whereas the x axis
represents the chromosomal coordinates of the microarray oligonucleotides.
Yellow ovals represent nucleosomes inferred by HMM; red ovals give
literature positions. The x axis in (A) to (C) shows distance to ATG, whereas
the x axis in (D) to (F) shows chromosome III coordinate. (A) MFA2
promoter. Blue line indicates data from BY4741 (MATa), whereas the red
line shows data from BY4742 (MATa). Data are taken from a proof-of-

concept array, where tiling was every 25 base pairs, and represent average
of three experiments. (B) HIS3 promoter. Thick blue line shows the median
of eight independent microarrays for BY4741. Individual replicates are
shown as thin lines. Arrow indicates ‘‘low’’ nucleosome only identified in
detrended data. (C) CHA1 promoter as in (B). Delocalized nucleosomes
shown as overlapping pale ovals. (D) Chromosome III centromere as in (B).
(E and F) Published DNase I hypersensitive sites (11) are indicated with
arrows. Red arrows represent strong bands in the published study, whereas
black arrow represents a dubious band.
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somes and may correspond to nucleosomes

found only in a subpopulation of cells (Fig. 1B

and Materials and Methods).

We characterized nucleosome positions

by using two microarrays. We first used a

proof-of-concept array covering the MFA2

and PHO5 promoters (Fig. 1A and fig. S4).

With information gained from this array, we

designed a microarray to measure nucleo-

some positions over half a megabase of the

S. cerevisiae genome. Chromosome III was

tiled, except for regions of extensive cross-

hybridization, with 50-mers overlapping every

20 base pairs, leaving 30 overlapping contin-

uous sequences (contigs) covering 278,960

base pairs. In addition, one kilobase of pro-

moter sequence was tiled for 223 genes on

other chromosomes.

Nucleosomal DNA from eight independent

cultures of log-phase yeast was hybridized to

this microarray. We validated the microarray

by comparing nucleosome positions deter-

mined with our approach to published nucleo-

some positions. We correctly identified

nucleosomes at the MFA2, HIS3, PHO5, and

CHA1 promoters, over the chromosome III

centromere, and over the silent mating type

loci (Fig. 1 and figs. S4 and S5) (8–10). We

also found that 27 of 32 deoxyribonuclease

(DNase) hypersensitive sites on chromosome

III (11) fall in long linkers identified by our

method (Fig. 1, E and F, and fig. S4). Lastly, a

coarse-grained view of our high-resolution

data reproduced recent genome-wide chroma-

tin immunoprecipitation studies at È1-kb

resolution (12, 13) (fig. S6). Thus, our method

faithfully reproduced high- and low-resolution

characteristics of chromatin previously de-

scribed with the use of three distinct assay

types: micrococcal nuclease sensitivity, DNase

I sensitivity, and histone occupancy.

The availability of thousands of nucleosome

positions facilitates the elucidation of global

chromatin properties, such as the fraction of

nucleosomes that are well-positioned (Fig. 2

and table S1). Nucleosomes might be expected

to occupy multiple positions in ensemble

measurements, because there is little thermo-

dynamic preference of the histone octamer for

most genomic DNA (14). In addition, yeast

growing exponentially are a heterogeneous

mixture of cells in different cell cycle and

epigenetic states (15, 16). However, examina-

tion of our data revealed pervasive examples

of well-positioned nucleosomes. Global HMM

identification of well-positioned and delocal-

ized nucleosomes revealed that 65 to 69%

of nucleosomal DNA was found in well-

positioned nucleosomes (table S1).

Although average nucleosome density is

relatively constant over chromosome III, de-

localized nucleosomes are inhomogeneously

distributed (Fig. 2, C and D). Passage of RNA

Linker Nucleosome
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Fig. 3. Functional transcription factor binding
motifs are more accessible than unbound motifs.
Oligonucleotide probes were separated into all
intergenic probes (background), unbound motifs
under all conditions tested, motifs bound in YPD,
and motifs bound in any other condition but un-
bound in YPD (21). The percentage of each group
of probes determined in this work to be nu-
cleosomal is shown. Error bars indicate SEM.

Fig. 4. Long NFRs
are common in pro-
moters. (A to D) Top
graphs show micro-
array data. Middle
images show gene an-
notation (Crick genes
are red and Watson
genes are blue), bound
transcription factor
motifs from (21) (col-
ored rectangles), and
inferred nucleosome
positions (ovals).
Bottom graphs show
an aggregate se-
quence conservation
score (29). Green
rectangles highlight
upstream NFRs. In-
dividual examples: (A)
Chr XVI 833335-
834655, (B) Chr XVI
29155-30195, (C)
Chr III 21845-22925,
and (D) Chr III 38745-
39785. (E) Expanded
view of conserved
sequence. Sequences
are shown for S.
cerevisiae, S. mikatae,
S. paradoxus, and S.
bayanus. Hsf1 bind-
ing site is outlined
in purple; polyA
stretches are high-
lighted in orange.
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polymerase through coding regions tempo-

rarily disrupts nucleosomes (17, 18), which

rapidly reassemble behind the polymerase

(19). High transcription rates may cause nu-

cleosomes to appear delocalized, because

polymerases (and transiently disassembled nu-

cleosomes) occupy distinct positions in the

ensemble (see CHA1 above). We found that

highly expressed genes were enriched for de-

localized nucleosomes (P 0 0.007) (fig. S7).

Furthermore, delocalized nucleosomes were

found farther from transcriptional start sites

than were well-positioned nucleosomes (fig. S8).

Nucleosome occupancy has been proposed

to exclude transcription factors from a subset

of their specific consensus motifs (1–3, 20),

and recent work demonstrated that promoters

bound by many transcription factors are

grossly nucleosome-depleted (13). To investi-

gate this phenomenon at high resolution, we

compared our data to a database of transcrip-

tion factor motifs bound under a variety of

conditions (21). We plotted the fractions of

bound and unbound motifs that were in

nucleosomes or in linkers (Fig. 3). A total of

47% of unbound motifs were found in linker

DNA sequences, very close to the baseline mea-

surement of 48% for all intergenic sequences.

In contrast, over 87% of the motifs that are

associated with transcription factors under our

growth conditions were depleted of nucleo-

somes. Thus, functional transcription factor

binding sites are predominantly nucleosome-

free in vivo. Furthermore, the set of functional

motifs that are unbound under our assay

conditions showed the same linker enrichment

as motifs that are bound (Fig. 3). For example,

the promoter upstream of YCL050C (Fig. 4D),

which is not bound by any transcription factors

at standard growth temperatures, is bound by

Hsf1 in heat-stressed yeast (21). Our measure-

ments indicated the Hsf1 binding motif was lo-

cated in a linker (and thus accessible for factor

binding), even in the absence of heat stress.

Intergenic DNA in yeast is nucleosome-

depleted relative to coding DNA (12, 13). This

could correspond to decreased population

occupancy of several nucleosomes or high

population occupancy of sparse nucleo-

somes. Consistent with the latter possibility,

nucleosome-free regions (NFRs) of È150 base

pairs were found about 200 base pairs upstream

of many annotated coding sequences (Fig. 4, A

to D). The pervasiveness of this signal can be

seen by averaging data for all tiled genes (Fig.

5A): a long linker dominates the average. We

iteratively aligned promoters by correlation to

the average profile, thus aligning NFRs, and

selected 90% of promoters to eliminate the

noise introduced by rare promoters lacking an

NFR. This averaged alignment shows several

regularly spaced nucleosomes surrounding the

NFR (Fig. 5B), with an internucleosome

distance between 160 and 170 base pairs Ean

average internucleosomal distance of 160 to

165 base pairs was previously measured in

yeast (6)^.
Noting that functional transcription factor

motifs are similarly found È100 to 500 base

pairs upstream of start codons (21), we iden-

tified NFRs as sites of 51% of bound motifs

found on our array (Fig. 4). This suggested that

NFRs are transcriptional start sites, predicting

that the extent of the 5¶ untranslated region of

the genes assayed in this study could be iden-

tified by using these data. RNA (total RNA

and mRNA) was isolated and hybridized to

our microarray. As expected, 5¶ ends of tran-

scripts coincided with NFRs (fig. S9), identify-

ing these regions as transcriptional start sites.

The conservation of functional transcription

factor motifs between related Saccharomyces

species (22) lead us to investigate sequence

conservation in NFRs. The bottom graphs in

Fig. 4, A to D, show an aggregate conservation

score from seven sequenced Saccharomyces

species. Coding DNA was highly conserved,

but there was also marked conservation of

intergenic sequence surrounding, but not

limited to, transcription factor binding sites

(Fig. 4E). To investigate this conservation

globally, we aligned promoters by the NFR

and averaged the conservation scores. Notable

here is a peak of average sequence conserva-

tion in the NFR surrounded by valleys of poor

conservation (Fig. 5C). We also investigated

sequence conservation by partitioning probes

containing coding or intergenic sequences into

bins defined by the HMM output (Fig. 5D).

Coding regions were highly conserved regard-

less of nucleosomal context. Conversely, inter-

genic sequences found in nucleosomes were

poorly conserved, whereas those in NFRs were

more highly conserved across evolution. Thus,

biologically meaningful regulatory information

in intergenic sequences falls into clusters that

are accessible to the cell. This is not only due

to conservation of transcription factor binding

sites, because the region of conservation often

includes a great deal of sequence beyond the

transcription factor binding motif (Fig. 4E).

Conserved nucleosome-free sequences in-

cluded not only transcription factor binding

sites but also multiple stretches of poly-A or

poly-T (Fig. 4E). Poly(dA-dT) stretches incor-

porate poorly into nucleosomes because of

their relative rigidity (23–25). Globally, we

found that NFRs were enriched for poly(dA-

dT) (fig. S10A), as expected from the preva-

lence of these elements in yeast promoters

(26). Conversely, these homopolymer stretches

globally had increased likelihood of being in

linkers (fig. S10B). This was not caused by

sequence specificity of micrococcal nuclease

(27), because hybridizations of micrococcal

nuclease-treated naked DNA showed little

correlation with nucleosomal data (r 0 0.09).

Our results suggest that poly(dA-dT) stretches

play a causal role in establishing many NFRs.

Chromatin in yeast is well-ordered (over

69% of nucleosomal DNA was found in well-

positioned nucleosomes), and delocalized

nucleosomes are found distant from NFRs

(fig. S8). Taken together, our results are

consistent with a modified Bstatistical position-

ing[ (28) mechanism underlying this global

order, where nucleosomes are prevented from

association with promoter regions either by

sequence characteristics such as poly(dA-dT)
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elements or by nucleosomal eviction by

recruited proteins, and nucleosomes are subse-

quently well-positioned between nearby NFRs

because of structural constraints imposed by

packaging short stretches of sequence with

nucleosomes.

It will be interesting to determine whether

the accessible transcription factor binding sites,

highly positioned nucleosomes, and stereo-

typed promoter architecture found in yeast

chromatin will be conserved features of meta-

zoan chromatin.
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Plant Circadian Clocks Increase
Photosynthesis, Growth, Survival,

and Competitive Advantage
Antony N. Dodd,1 Neeraj Salathia,2* Anthony Hall,2. Eva Kévei,3

Réka Tóth,3 Ferenc Nagy,3 Julian M. Hibberd,1 Andrew J. Millar,2-
Alex A. R. Webb1`

Circadian clocks are believed to confer an advantage to plants, but the nature
of that advantage has been unknown. We show that a substantial photo-
synthetic advantage is conferred by correct matching of the circadian clock
period with that of the external light-dark cycle. In wild type and in long– and
short–circadian period mutants of Arabidopsis thaliana, plants with a clock
period matched to the environment contain more chlorophyll, fix more carbon,
grow faster, and survive better than plants with circadian periods differing
from their environment. This explains why plants gain advantage from cir-
cadian control.

Circadian clocks produce an internal estimate

of time that synchronizes biological events

with external day-night cycles (1). Clocks with

similar properties and regulatory architecture

have evolved at least four times, indicating that

circadian rhythms confer a selective advantage

(2). In plants, circadian rhythms control gene

expression, stomatal opening, and the timing

component of photoperiodism, which regulates

seasonal reproduction, but the basis for their

contribution to fitness during vegetative growth

remains undetermined (3, 4). Indirect evidence

suggests a physiological benefit from circadian

rhythms during growth under unnaturally short

photoperiods (5). Cyanobacteria and higher

plants gain an advantage when the endogenous

period is matched to the light-dark cycle (6–8).

Rhythmic growth inhibitor secretion might

cause the growth advantage in cyanobacteria

(7, 8), but this hypothesis may not apply to

multicellular eukaryotes. We demonstrate that

when correctly tuned, the Arabidopsis circadi-

an system enhances chlorophyll content, photo-

synthetic carbon fixation, and growth. We also

show that circadian enhancement of photo-

synthesis leads to improved survival and

competitive advantage.

Biological clocks have evolved so that

clock outputs are in phase with the Earth_s ro-

tation. We wished to identify and quantify

mechanisms by which the clock confers ad-

vantage in light-dark cycles. We hypothesized

that matching the endogenous clock period (t)

with the period of exogenous light-dark cycles

(T) Eso called Bcircadian resonance[ (7)^ pro-

vides an advantage by optimizing the phase

relation between clock-controlled biology and

exogenous day-night cycles. Plants having

clocks that are dissonant from the environment,

therefore, may be disadvantaged. To test this

hypothesis, we compared the performance of

wild-type plants with lines having mutations

that alter clock period length, in a range of

environmental period lengths (BT cycles[) that

were either matched or unmatched to the en-

dogenous clock period.

We used three experimental approaches to

test this hypothesis (9). First, wild-type plants

with a circadian period of about 24 hours were

grown in 10 hours light–10 hours dark (T20),

12 hours light–12 hours dark (T24) and 14

hours light–14 hours dark (T28) cycles.

Second, we grew the long- and short-period

mutants ztl-1 Et 0 27.1 hours–32.5 hours; (10)^
and toc1-1 Et 0 20.7 hours; (11)^ in T cycles

that were similar to, or dissimilar from, their

endogenous clock periods (T20 and T28). In

these T-cycle experiments, relative perform-

ance was measured within, not between, geno-

types, which specifically quantified the benefit
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